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A bi-level RL-based energy management 

of networked MGs under incomplete 

information

• At the Level I, a cooperative RL agent

performs function approximation to

predict the behavior of MGs and give

retail price signals for MGs.

• At the Level II, the MG agents receive

the price signals from the Level l then,

each MG provides power-flow-

constrained optimal responses to price

singles.

• Only uses aggregate data at the point of

common coupling
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Level I: one cooperative agent

solves a RL problem:

• Maximize the reward function

• Greedy action selection

• Parameterize the Q-function with multivariate 

regression method

Level II: each MG solves a 

constrained optimal power 

flow problem problem:
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Action of utility agent:

• Locational retail price

Reward and State of MGs:

• Aggregated information of load and DERs 
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• The state-action value function (Q-function)
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• Update regression parameter

• Minimize operational cost of 

each MG

min
𝑥𝑝,𝑥𝑞



𝑡

𝑇+𝑡

−𝜆𝑡,𝑛
𝑅 𝑃𝑡,𝑛

𝑃𝐶𝐶 + 𝜆𝑖,𝑡,𝑛
𝐹 𝐹𝑖,𝑡,𝑛

𝜃 𝑡 + 1 ← 𝜃(𝑡) + ∆(𝑡)𝑥(𝑡) 𝑅 𝑡 − 𝑄𝑡 𝑺, 𝒂|𝜽

∆ 𝑡 + 1 ← ∆ 𝑡 + 1 𝐼 + 𝜇∆ 𝑡 + 1
−1

∆ 𝑡 + 1 ←
1

1 − 𝜙
∆ 𝑡 −

∆ 𝑡 𝑥(𝑡)𝑥𝑇(𝑡)Δ(𝑡)

1 + 𝑥𝑇(𝑡)∆ 𝑡 𝑥(𝑡)

𝑃𝑡,𝑛
𝑃𝐶𝐶 ≤ 𝑃𝑡,𝑛

𝑃𝐶𝐶,𝑀

𝑄𝑡,𝑛
𝑃𝐶𝐶 ≤ 𝑄𝑡,𝑛

𝑃𝐶𝐶,𝑀

• Power transfer between MGs

• Network OPF-based constraints

• Operational constraints of DGs

• Operational constraints of ESSs
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• Test distribution system with 

networked MGs
• Training performance
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• Training data (4 year and 15-min 

smart meter data)

• Comparison between benchmark model-

based methods and model-free methods 

• Retail price signals 

(Level I actions)

• Power transfer between MGs 

(Level II responses)

RL-based method Centralized Opt

Social welfare ($) 4212.372 4232.264

Computational 
time (s)

9.64 116.35

MG privacy 
maintenance 

Yes No
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