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Abstract—This paper presents a fully-distributed DC optimal 

power flow (DCOPF) method that incorporates flexible transmission, 
and studies the impacts of communication limitations on the conver-
gence properties of the proposed method. The distributed DCOPF al-
gorithm iteratively solves the first order optimality conditions at each 
bus. To converge to the globally optimal solution, some information is 
communicated to the neighboring buses. While in an ideal case such 
data should be communicated at each iteration, commutation limita-
tions are an inherent characteristic of real-world implementations. This 
paper divides the system into different areas, and puts communication 
constraints between different areas. While the information between 
buses within the same area is communicated at each iteration, the com-
munication between neighboring areas occurs less frequently. This pa-
per studies the impacts of this constraint on the convergence properties 
of the presented distributed DCOPF algorithm. Simulation studies on 
IEEE 118-bus system show that communication constraints affect both 
the number of iterations needed to reach convergence as well as the 
dynamics of solution evolution. 
 
Index Terms-- DC optimal power flow, distributed optimization, 
communication limitation, convergence, flexible transmission. 
 

I. NOMENCLATURE 

A.  Sets and Parameters 
𝐺𝐺 Set of generators. 
𝐺𝐺(𝑛𝑛) Set of generators located at bus 𝑛𝑛. 
𝑔𝑔 Index of generators, 𝑔𝑔 ∈ 𝐺𝐺. 
𝐾𝐾 Set of transmission lines not equipped 

with RC or PC. 
𝑘𝑘 Index of lines equipped not equipped 

with RC or PC, 𝑘𝑘 ∈ 𝐾𝐾. 
𝐾𝐾 Set of transmission lines equipped with 

RC. 
𝑘𝑘 Index of lines equipped with RC, 𝑘𝑘 ∈

𝐾𝐾. 

𝐾𝐾 Set of transmission lines equipped with 
PC. 

𝑘𝑘 Index of lines equipped with PC, 𝑘𝑘 ∈
𝐾𝐾. 

𝑁𝑁 Set of buses.  
𝑛𝑛 Index for buses, 𝑛𝑛 ∈ 𝑁𝑁. 
𝑛𝑛(𝑔𝑔) The bus at which generator 𝑔𝑔 is lo-

cated. 
𝑡𝑡 Index for iterations. 
𝑇𝑇 Index of iterations for information 

communication between two buses in 
different areas 

𝛿𝛿+(𝑛𝑛) Set of lines specified as to bus 𝑛𝑛. 
𝛿𝛿−(𝑛𝑛) Set of lines specified as from bus 𝑛𝑛. 
𝛿𝛿(𝑛𝑛) Set of lines connected to bus 𝑛𝑛. 
𝑎𝑎𝑔𝑔, 𝑏𝑏𝑔𝑔, 𝑐𝑐𝑔𝑔 Quadratic cost parameters of generator 

𝑔𝑔. 
𝐵𝐵𝑘𝑘 Electrical susceptance of line 𝑘𝑘.  
𝐵𝐵𝑘𝑘�  Electrical susceptance of line 𝑘𝑘� 

equipped with RC.  
𝐵𝐵𝑘𝑘 Electrical susceptance of line 𝑘𝑘 

equipped with PC.  
𝐵𝐵𝑘𝑘
𝑚𝑚𝑚𝑚𝑚𝑚,𝐵𝐵𝑘𝑘

𝑚𝑚𝑚𝑚𝑚𝑚 Maximum and minimum susceptance 
of line 𝑘𝑘 equipped with RC.  

𝐹𝐹𝑘𝑘𝑚𝑚𝑚𝑚𝑚𝑚 Capacity of line 𝑘𝑘. 
𝐹𝐹𝑘𝑘
𝑚𝑚𝑚𝑚𝑚𝑚 Capacity of line 𝑘𝑘 equipped with RC. 

𝐹𝐹𝑘𝑘𝑚𝑚𝑚𝑚𝑚𝑚 Capacity of line 𝑘𝑘 equipped with PC. 
𝑃𝑃𝐿𝐿𝑛𝑛 Load at bus 𝑛𝑛. 
𝑃𝑃𝑔𝑔𝑚𝑚𝑚𝑚𝑚𝑚,𝑃𝑃𝑔𝑔𝑚𝑚𝑚𝑚𝑚𝑚 Maximum and minimum power outputs 

of unit 𝑔𝑔. 
𝑧𝑧𝑘𝑘�  Binary variable indicating the sign of 

voltage angle difference on line 
equipped with RC device. 



 

𝜃𝜃𝑘𝑘,𝑃𝑃𝑃𝑃
𝑚𝑚𝑚𝑚𝑛𝑛 ,𝜃𝜃𝑘𝑘,𝑃𝑃𝑃𝑃

𝑚𝑚𝑎𝑎𝑚𝑚  Maximum and minimum PC voltage 
angle output.  

𝛼𝛼,𝛽𝛽, 𝜖𝜖, 𝛾𝛾,𝜌𝜌 Tuning parameters. 

B.  Variables 
𝐹𝐹𝑘𝑘 Real power flow on line 𝑘𝑘 equipped 

with RC.   
𝑃𝑃𝑔𝑔 Output of generator 𝑔𝑔. 

𝜃𝜃𝑘𝑘,𝑓𝑓𝑓𝑓𝑓𝑓𝑚𝑚,𝜃𝜃𝑘𝑘,𝑡𝑡𝑓𝑓 Voltage angles at the “from” and “to” 
ends of line 𝑘𝑘. 

𝜃𝜃𝑘𝑘,𝑓𝑓𝑓𝑓𝑓𝑓𝑚𝑚,𝜃𝜃𝑘𝑘,𝑡𝑡𝑓𝑓 Voltage angles at the “from” and “to” 
ends of line 𝑘𝑘 equipped with PC. 

𝜃𝜃𝑘𝑘,𝑃𝑃𝑃𝑃 PC voltage angle set point on line 𝑘𝑘 
equipped with PC. 

𝜆𝜆′s Lagrange multipliers for equality con-
straint 𝑚𝑚. 

 𝜇𝜇′s Lagrange multipliers for inequality 
constraint 𝑚𝑚. 

II. INTRODUCTION 
s a scalable way to handle the growing computational 
complexity in large-scale optimization problems, distribu-

tion optimization techniques have drawn increased attention [1]. 
Conventional centralized optimization in power systems re-
quires a control center to collect all the necessary data and com-
municate with all the active components in the system. In dis-
tributed optimization, on the other hand, distributed control 
centers are just required to collect local data, solve relatively 
smaller problems, and communicate the information with phys-
ically connected components. Thus, local communication is an 
important part of distributed optimization. 

There are various applications of distributed optimization in 
power systems. Examples include a fully distributed method to 
coordinate Plug-in Electric Vehicle (PEV) charging [2], and a 
distributed security-constrained unit commitment (SCUC) al-
gorithm to accelerate the generation scheduling of large-scale 
power systems [3].  

Similarly, the computational complexity of co-optimizing 
flexible transmission with generation dispatch [4] can also be 
addressed by distributed optimization. Flexible transmission 
can upgrade the stressed transmission system, through utilizing 
the existing network in a more economic and efficient way. In 
this paper, we present a fully distributed DC optimal power 
flow model which incorporates reactance controllers (RC) and 
voltage phase controllers (PC) [5]. Since the nonlinear model 
of RC flexibility will add to the computational complexity, a 
linear reformulation of RC flexibility [6]-[8] is applied in this 
paper.  

Based on the different decomposition theories, distributed 
optimization approaches, applied in the power system operation, 
can be classified into different types. For example, six decom-
position coordination algorithms are studied in [9], including 
analytical target cascading (ATC), optimality condition decom-
position (OCD), alternating direction method of multipliers 
(ADMM), auxiliary problem principle (APP), consensus and 
innovations method (C+I). Reference [10] presents the C+I 
method to solve the DCOPF problem. This method is different 

from other decomposition method as it finds a distributed solu-
tion for the first order optimality condition through the distrib-
uted iterative mechanism. In this iterative structure, each bus 
updates a number of local variables and communicates infor-
mation with its physically connected buses.  

However, due to the constraints in real implementation, in-
formation communication at each iteration may be restricted. 
References [11]-[13] present a more realistic version of multi-
level distributed approach for solving the DCOPF problem, 
which groups the buses into different areas, and allows infor-
mation communication between buses in same area in every it-
eration, while information communication between buses in 
different areas occurs less frequently. This scheme can reduce 
the total communication load. In our paper, we evaluate the ef-
fect of communication limits between areas on the convergence 
rate of the presented distributed approach. 

The contributions of this paper are summarized as follows: 
we first present a fully distributed DCOPF that incorporates 
flexible transmission with communication limitations between 
different areas; we, then, study the impacts of communication 
limitations on the convergence properties of the presented dis-
tributed approach.    

The rest of the paper is organized as follows. Section III pre-
sents the modelling of the DCOPF with optimal set point ad-
justment of RC and PC. Section IV introduces the distributed 
approach of the proposed DCOPF model with limited commu-
nication. Section V shows the simulation results for IEEE 118-
bus system. Section 6 concludes this work.  

III. DCOPF MODEL WITH FLEXIBLE TRANSMISSION 
The mathematical representation of a DCOPF with the added 

transmission flexibility is shown in (1)-(14). In this paper, we 
allow flexible transmission, in the form of reactance control and 
phase control, to be co-optimized with generation dispatch. 

In the DCOPF formulation (1)-(8), minimizes the generation 
cost, while ensuring that the physical constraints of the system 
are not violated.  
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A 



 

−𝐹𝐹𝑘𝑘
𝑚𝑚𝑚𝑚𝑚𝑚 ≤ 𝐹𝐹𝑘𝑘 ≤ 𝐹𝐹𝑘𝑘
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∀𝑘𝑘 ∈ 𝐾𝐾 

(8) 

 
The quadratic cost function is presented in (1). Generators’ 

capacity limit constraints are modelled in (2). (3) denotes the 
nodal power balance constraints. The voltage angle is set to zero 
at the slack bus in (4). (5) denotes the PC control range. The 
linear flow limit constraints for transmission line sets 𝐾𝐾, 𝐾𝐾� and 
𝐾𝐾 are represented in (6)-(8), respectively.  

The linear method developed in [6]-[8] is used to eliminate 
the nonlinearities associated with modelling RCs. The problem 
represented in (9)-(14), is a mixed integer linear program that 
optimizes the RC set points. The binary variable, 𝑧𝑧𝑘𝑘�  equals to 1 
when the voltage angle difference is positive. A negative volt-
age angle difference is being represented by 𝑧𝑧𝑘𝑘�  set to 0. 
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In (9)-(14), the big-M technique is used to obtain a linear 

formulation. The value of the binary variable 𝑧𝑧𝑘𝑘� , can be fixed, 
because the voltage angle difference can be obtained through 
the iterative process of the distributed optimization method. 

IV. DISTRIBUTED OPTIMIZATION METHOD 
The Lagrange function ℒ of the DCOPF problem (1)-(14) is 

shown in (15). (15a) represent the partial Lagrange function for 
the cost function (1) and generator capacity limits (2)-(3). (15b) 
represents the partial Lagrange function for equality constraints 
(3)-(4). (15c) represents the partial Lagrange function for the 
inequality constraint (5). (15d) represents the partial Lagrange 
function for the inequality constraints (6)-(8). (15e) represents 
the partial Lagrange function for the inequality constraints (9)-
(14). 
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+�𝜇𝜇𝑘𝑘,0�−𝐵𝐵𝑘𝑘�𝜃𝜃𝑘𝑘,𝑓𝑓𝑓𝑓𝑓𝑓𝑚𝑚 − 𝜃𝜃𝑘𝑘,𝑡𝑡𝑓𝑓� − 𝐹𝐹𝑘𝑘𝑚𝑚𝑚𝑚𝑚𝑚�
k∈𝐾𝐾

 

+ �𝜇𝜇𝑘𝑘� ,1�𝐹𝐹𝑘𝑘 − 𝐹𝐹𝑘𝑘
𝑚𝑚𝑚𝑚𝑚𝑚�

𝑘𝑘�∈𝐾𝐾�

 

+ �𝜇𝜇𝑘𝑘� ,0�−𝐹𝐹𝑘𝑘 − 𝐹𝐹𝑘𝑘
𝑚𝑚𝑚𝑚𝑚𝑚�

𝑘𝑘�∈𝐾𝐾�

 

+ �𝜇𝜇𝑘𝑘,1�𝐵𝐵𝑘𝑘�𝜃𝜃𝑘𝑘,𝑓𝑓𝑓𝑓𝑓𝑓𝑚𝑚 + 𝜃𝜃𝑘𝑘,𝑃𝑃𝑃𝑃 − 𝜃𝜃𝑘𝑘,𝑡𝑡𝑓𝑓� − 𝐹𝐹𝑘𝑘𝑚𝑚𝑚𝑚𝑚𝑚�
𝑘𝑘∈𝐾𝐾

 

+ �𝜇𝜇𝑘𝑘,0�−𝐵𝐵𝑘𝑘�𝜃𝜃𝑘𝑘,𝑓𝑓𝑓𝑓𝑓𝑓𝑚𝑚 + 𝜃𝜃𝑘𝑘,𝑃𝑃𝑃𝑃 − 𝜃𝜃𝑘𝑘,𝑡𝑡𝑓𝑓� − 𝐹𝐹𝑘𝑘𝑚𝑚𝑚𝑚𝑚𝑚�
𝑘𝑘∈𝐾𝐾

 

+𝑧𝑧𝑘𝑘� � 𝜇𝜇�̅�𝑧,1�𝜃𝜃𝑘𝑘� ,𝑡𝑡𝑓𝑓 − 𝜃𝜃𝑘𝑘� ,𝑓𝑓𝑓𝑓𝑓𝑓𝑚𝑚�
𝑘𝑘�∈𝐾𝐾�

 

(15e) 

+𝑧𝑧𝑘𝑘� � 𝜇𝜇𝑅𝑅𝑃𝑃,1
𝑚𝑚𝑚𝑚𝑚𝑚 �−𝐹𝐹𝑘𝑘 + 𝐵𝐵𝑘𝑘�

𝑚𝑚𝑚𝑚𝑚𝑚�𝜃𝜃𝑘𝑘� ,𝑓𝑓𝑓𝑓𝑓𝑓𝑚𝑚 − 𝜃𝜃𝑘𝑘� ,𝑡𝑡𝑓𝑓��
𝑘𝑘�∈𝐾𝐾�

 

+𝑧𝑧𝑘𝑘� � 𝜇𝜇𝑅𝑅𝑃𝑃,1
𝑚𝑚𝑚𝑚𝑚𝑚�𝐹𝐹𝑘𝑘 − 𝐵𝐵𝑘𝑘�

𝑚𝑚𝑚𝑚𝑚𝑚�𝜃𝜃𝑘𝑘� ,𝑓𝑓𝑓𝑓𝑓𝑓𝑚𝑚 − 𝜃𝜃𝑘𝑘� ,𝑡𝑡𝑓𝑓�� +
𝑘𝑘�∈𝐾𝐾�

 

+(1 − 𝑧𝑧𝑘𝑘� ) �𝜇𝜇�̅�𝑧,0�𝜃𝜃𝑘𝑘� ,𝑓𝑓𝑓𝑓𝑓𝑓𝑚𝑚 − 𝜃𝜃𝑘𝑘� ,𝑡𝑡𝑓𝑓�
𝑘𝑘�∈𝐾𝐾�

 

+(1 − 𝑧𝑧𝑘𝑘� ) �𝜇𝜇𝑅𝑅𝑃𝑃,0
𝑚𝑚𝑚𝑚𝑚𝑚�−𝐹𝐹𝑘𝑘 + 𝐵𝐵𝑘𝑘�

𝑚𝑚𝑚𝑚𝑚𝑚�𝜃𝜃𝑘𝑘� ,𝑓𝑓𝑓𝑓𝑓𝑓𝑚𝑚 − 𝜃𝜃𝑘𝑘� ,𝑡𝑡𝑓𝑓��
𝑘𝑘�∈𝐾𝐾�

 

+(1 − 𝑧𝑧𝑘𝑘� ) �𝜇𝜇𝑅𝑅𝑃𝑃,0
𝑚𝑚𝑚𝑚𝑚𝑚 �𝐹𝐹𝑘𝑘 − 𝐵𝐵𝑘𝑘�

𝑚𝑚𝑚𝑚𝑚𝑚�𝜃𝜃𝑘𝑘� ,𝑓𝑓𝑓𝑓𝑓𝑓𝑚𝑚 − 𝜃𝜃𝑘𝑘� ,𝑡𝑡𝑓𝑓��
𝑘𝑘�∈𝐾𝐾�

 

In (15), 𝜆𝜆′s and 𝜇𝜇′s represent the Lagrange multiplier for 
equality constraints (3)-(4) and inequality constraints (5)-(14), 
respectively. 𝜆𝜆𝑛𝑛  and 𝜆𝜆0  represent Locational Marginal Price 
(LMP) at bus n  and Lagrange multiplier for voltage angle 
equality constraint at slack bus. 𝜇𝜇𝑔𝑔

+  and 𝜇𝜇𝑔𝑔
−  are the Lagrange 

multipliers of the generator 𝑔𝑔 maximum and minimum capacity 
inequality constraints. 𝜇𝜇𝑘𝑘,𝑃𝑃𝑃𝑃

+   and 𝜇𝜇𝑘𝑘,𝑃𝑃𝑃𝑃
−   are the Lagrange multi-

pliers of the PC maximum and minimum control range inequal-
ity constraints.  𝜇𝜇𝑘𝑘,1 , 𝜇𝜇𝑘𝑘,0 , 𝜇𝜇𝑘𝑘� ,1 , 𝜇𝜇𝑘𝑘� ,0 , 𝜇𝜇𝑘𝑘,1  and 𝜇𝜇𝑘𝑘,0  are the La-
grange multipliers of the line flow limits on lines 𝑘𝑘, 𝑘𝑘 and 𝑘𝑘. 
𝜇𝜇�̅�𝑧,1, 𝜇𝜇𝑅𝑅𝑃𝑃,1

𝑚𝑚𝑚𝑚𝑚𝑚  and 𝜇𝜇𝑅𝑅𝑃𝑃,1
𝑚𝑚𝑚𝑚𝑚𝑚 are Lagrange multipliers of RC flexibility 



 

with positive voltage angle difference. 𝜇𝜇�̅�𝑧,0, 𝜇𝜇𝑅𝑅𝑃𝑃,0
𝑚𝑚𝑚𝑚𝑚𝑚  and 𝜇𝜇𝑅𝑅𝑃𝑃,0

𝑚𝑚𝑚𝑚𝑚𝑚 are 
Lagrange multipliers of RC flexibility with negative voltage an-
gle difference. 

In the proposed model, the variables set include the variables 
�𝑃𝑃𝑔𝑔,𝜃𝜃𝑚𝑚,𝐹𝐹𝑘𝑘,𝜃𝜃𝑘𝑘,𝑃𝑃𝑃𝑃 , 𝜆𝜆′s,𝜇𝜇′s�. Based on the Lagrange function ℒ 
in (15a)-(15e), it assumes the first order optimality KKT condi-
tions as ∂ℒ

∂𝑃𝑃𝑔𝑔
, ∂ℒ
∂𝜃𝜃𝑛𝑛

, ∂ℒ
∂𝐹𝐹𝑘𝑘

, ∂ℒ
∂𝜃𝜃𝑘𝑘,𝑃𝑃𝑃𝑃

, ∂ℒ
∂𝜆𝜆𝑛𝑛

, ∂ℒ
∂𝜇𝜇

, which are used in the vari-

able update rules.  
All the iterative update rules for variables are shown in (16)-

(21).   
 

𝜆𝜆𝑚𝑚(𝑡𝑡 + 1) = 𝜆𝜆𝑚𝑚(𝑡𝑡) − 𝛽𝛽 �
∂ℒ(t)
∂𝜃𝜃𝑚𝑚(𝑡𝑡)� + 𝛼𝛼 �

∂ℒ(t)
∂𝜆𝜆𝑚𝑚(𝑡𝑡)� (16) 

𝜃𝜃𝑚𝑚(𝑡𝑡 + 1) = 𝜃𝜃𝑚𝑚(𝑡𝑡) − 𝛾𝛾 �
∂ℒ(t)
∂𝜆𝜆𝑚𝑚(𝑡𝑡)� (17) 

𝑃𝑃𝑔𝑔(𝑚𝑚)(𝑡𝑡 + 1) = ℙ �𝑃𝑃𝑔𝑔(𝑚𝑚)(𝑡𝑡) −
1

2𝑎𝑎𝑔𝑔(𝑚𝑚)
�

∂ℒ(t)
∂𝑃𝑃𝑔𝑔(𝑚𝑚)(𝑡𝑡)�� 

(18) 

𝐹𝐹𝑘𝑘(𝑡𝑡 + 1) = ℙ �𝐹𝐹𝑘𝑘(𝑡𝑡) − 𝜖𝜖 �
∂ℒ(t)
∂𝐹𝐹𝑘𝑘(𝑡𝑡)�� 

(19) 

𝜃𝜃𝑘𝑘,𝑃𝑃𝑃𝑃(𝑡𝑡 + 1) = ℙ �𝜃𝜃𝑘𝑘,𝑃𝑃𝑃𝑃(𝑡𝑡) − 𝜈𝜈 �
∂ℒ(t)

∂𝜃𝜃𝑘𝑘,𝑃𝑃𝑃𝑃(𝑡𝑡)�� 
(20) 

𝜇𝜇(𝑡𝑡 + 1) = ℙ �𝜇𝜇(𝑡𝑡) + 𝜌𝜌 �
∂ℒ(t)
∂𝜇𝜇(𝑡𝑡)�� 

(21) 

 
where 𝛼𝛼,  𝛽𝛽, 𝛾𝛾, 𝜖𝜖, 𝜈𝜈 and 𝜌𝜌 are positive tuning parameters. 

The operator ℙ can project the variable value to its feasible 
range.  

The iterative process of (16)-(21), requires communication 
of information between physically-connected buses. The infor-
mation that needs to be communicated at bus 𝑛𝑛 in every itera-
tion 𝑡𝑡 include: Locational Marginal Price 𝜆𝜆𝑚𝑚(𝑡𝑡), voltage angle 
𝜃𝜃𝑚𝑚(𝑡𝑡) and generator output 𝑃𝑃𝑔𝑔(𝑚𝑚)(𝑡𝑡), which are associated with 
bus 𝑛𝑛; line flow on line 𝑘𝑘 with RC devices 𝐹𝐹𝑘𝑘(𝑡𝑡), set point of 
PC devices 𝜃𝜃𝑘𝑘,𝑃𝑃𝑃𝑃(𝑡𝑡), Lagrange multipliers 𝜇𝜇′s correspond line 
flow limit constraints and RC flexibility which are associated 
with the lines connected to bus 𝑛𝑛.  

In the proposed iterative method, 𝑇𝑇 is the iteration number, 
which represents the frequency of the information communica-
tion. If 𝑇𝑇 = 1, it means that the communication of all the above 
variables between two buses in same area happens at every it-
eration. If  𝑇𝑇 > 1, it means that the communication of all the 
above variables between two buses in different areas are limited 
to a certain number of iteration 𝑇𝑇.  

V. SIMULATION RESULTS 
In order to evaluate the impact of the limited communication 

in convergence properties of the proposed distributed DCOPF 
model, simulation studies on IEEE 118-bus system are con-
ducted.  

PC and RC devices are installed on the more heavily con-
gested lines in the simulations. A control range of ±30% for 

RC devices is selected in this paper, so the maximum and min-
imum set points of RC are calculated as (22) and (23).  

 
𝐵𝐵𝑘𝑘�
𝑚𝑚𝑚𝑚𝑚𝑚 = (100% + 30%) × 𝐵𝐵𝑘𝑘�  (22) 

𝐵𝐵𝑘𝑘�
𝑚𝑚𝑚𝑚𝑚𝑚 = (100% − 30%) × 𝐵𝐵𝑘𝑘�  (23) 

 
From (9)-(14), the RC flexible model directly optimizes the 

𝐹𝐹𝑘𝑘 line flow on line 𝑘𝑘  with RC device, instead of directly opti-
mizing the RC device set point. Therefore, based on DC power 
flow equation, the set point of RC device can be calculated as 
shown in (24) and (25).  

 

𝐵𝐵𝑘𝑘�
𝑅𝑅𝑃𝑃 =

𝐹𝐹𝑘𝑘
𝜃𝜃𝑘𝑘� ,𝑓𝑓𝑓𝑓𝑓𝑓𝑚𝑚 − 𝜃𝜃𝑘𝑘� ,𝑡𝑡𝑓𝑓

 

 
(24) 

RC set point = �
𝐵𝐵𝑘𝑘�
𝑅𝑅𝑃𝑃 − 𝐵𝐵𝑘𝑘�
𝐵𝐵𝑘𝑘�

�% (25) 

 
The PC devices has a control range of ±0.1  rad, which 

means 𝜃𝜃𝑘𝑘,𝑃𝑃𝑃𝑃
𝑚𝑚𝑚𝑚𝑛𝑛 = −0.1 rad and 𝜃𝜃𝑘𝑘,𝑃𝑃𝑃𝑃

𝑚𝑚𝑎𝑎𝑚𝑚 = 0.1 rad. The PC set point 
𝜃𝜃𝑘𝑘,𝑃𝑃𝑃𝑃 is directly optimized in the proposed model.   

Data for IEEE 118-bus is taken from [14], which consists of 
19 generators, 180 branches and 99 demand nodes. In the sim-
ulations, the system is separated into three subareas, which is 
shown in Fig.1.  
 

 
Fig. 1. IEEE 118-bus System in Three Areas 
  
The result from a conventional DCOPF (has no RC or PC 

devices) shows that there are three congested lines: two heavily 
congested lines from Bus 77 to Bus 82 and Bus 89 to Bus 92, 
and one lightly congested line from Bus 65 to Bus 68. The total 
system cost is $78,412 when there are no RC or PC devices in 
the system 

In order to test the convergence properties of the developed 
model, the worst-case scenario of a cold-start is simulated here, 
where the solver does not have any initial guess. In a cold start, 
all generation outputs, bus angles and the Lagrange multipliers 
𝜇𝜇s are set to zero at the start of the simulation. The LMPs, 𝜆𝜆𝑚𝑚, 
are set to an initial value of 25 $/MWh.  



 

Two cases are studied in this section. In Case 1, the commu-
nication between two connected buses in different areas hap-
pens in every iteration, which means 𝑇𝑇 = 1. In Case 2, the com-
munication between two connected buses in different areas hap-
pens every 20 iterations, which translates to 𝑇𝑇 = 20. 

In both cases, one RC and one PC are installed on the con-
gested lines connecting Bus 77 to Bus 82 and Bus 89 to Bus 92 
respectively. For both simulations, the tuning parameters are set 
the values given in Tab.1.  

 
TABLE 1 

Tuning Parameter Values for Case 1-2 
 

Tuning Parameters Case 1,2 

𝛼𝛼 0.1485 

𝛽𝛽 0.0019 

𝜖𝜖 0.0001 

𝛾𝛾 0.0017 

𝜌𝜌 0.16 

 
From Fig.2 to Fig.5, the optimal results from distributed 

DCOPF for Case 1 and Case 2 are shown. 
 

 
Fig. 2.1 Case1-Unit Generation Out-

puts (𝑃𝑃𝑔𝑔) 

 
Fig. 2.2 Case 2- Unit Generation Out-

puts (𝑃𝑃𝑔𝑔) 

 
Fig. 3.1 Case 1-Bus Voltage Angles 

(𝜃𝜃𝑚𝑚) 

 
Fig. 3.2 Case 2-Bus Voltage Angles 

(𝜃𝜃𝑚𝑚) 

 
Fig. 4.1 Case1-Bus LMPC (𝜆𝜆𝑚𝑚) 

 
Fig. 4.2 Case2-Bus LMPC (𝜆𝜆𝑚𝑚) 

 
Fig. 5.1 Case 1-Line Lagrange Multi-

pliers (𝜇𝜇) 

 
Fig. 5.2 Case 2-Line Lagrange Multi-

pliers (𝜇𝜇) 

 
Based on (24) and (25), in Case 1 and Case 2, the RC and 

PC set points are 18.6% and -0.1 rad. The total operation cost is 
$72,260, with a total cost saving of 7.87%.  

From the comparisons between Case 1 and Case 2 through 
Fig. 2 to Fig. 5, we can observe that even through the results 
from those two cases are very similar, which the average differ-
ences are less than 1%, the oscillation due to the limited com-
munications in Case 2 has the negative impact to the conver-
gence properties of the proposed distributed DCOPF model.  

In order to better evaluate the performance of Case 1 and 
Case 2, the relative distance of the objective function from the 
optimal value over the iterations is calculated, which is given in 
(26): 

 

𝑟𝑟𝑟𝑟𝑟𝑟 =
|𝑓𝑓 − 𝑓𝑓∗|
𝑓𝑓∗  (26) 

 
where 𝑓𝑓∗ is the optimal objective function value calculated 

by solving Case 1 with full communication. And 𝑓𝑓 is the objec-
tive function value in each iteration from Case 1 or Case 2. In 
Fig. 6 presents the log values of rel when 𝑇𝑇 = 1, 5, 15, 20 , 
repesctively.  

 
Fig. 6.  Relative Distance to Solution ln(|𝑓𝑓−𝑓𝑓∗|

𝑓𝑓∗
)  

 
Fig. 6 shows that when 𝑇𝑇 is chosen to be larger, the method 

shows stronger oscillations and the convergence rate will be 
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slower. However, the oscillations and convergence is not very 
sensitive to 𝑇𝑇. While Fig. 6 is one indicator of the convergence, 
it should be noted that the feasibility is another issue, which is 
not necessarily reflected in Fig. 6. Specially, the curves in Fig. 
6 show serval dips, that are infeasible solutions during the iter-
ative process.  

V. CONCLUSIONS 
In this paper, we study the impacts of communication limi-

tations on the convergence properties of the presented distrib-
uted DCOPF algorithm. The method co-optimizes generation 
dispatch and the set points of reactance and phase controllers. 

The simulation results from IEEE 118-bus system reveal that: 
(1) communication limitations will lead to oscillations in the it-
erative update process and reduce the convergence rate of the 
presented distributed method. However, the impact may be lim-
ited. (2) The optimal results from the presented method with 
different communication limitation frequencies 𝑇𝑇 are relatively 
close to each other. (3) There is a trade-off between the conver-
gence rate and the overall communication load. With a reason-
able value of 𝑇𝑇, the overall communication load can be reduced 
while the convergence rate is ensured to be in an acceptable 
range.    
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